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Contribution
We use cooperative manipulators to perform
towel folding tasks. Our method executes a mo-
mentum fold: a swinging motion that exploits
the object’s dynamics. We propose a new learn-
ing algorithm that combines imitation and rein-
forcement learning.
The strengths of the algorithm come from its
efficient processing, fast learning capabilities,
absence of a deformable object model, and ap-
plicability to other problems exhibiting tempo-
rally incoherent parameter spaces.

Reward Function
Computing R(Oc):

minAvgError ← 1000
for all Oi ∈ Ot do
Training ← LastFrame(Oi)
Current← LastFrame(Oc)
AvgError ← ICP(Trainning, Current)
if AvgError ≤ minAvgError then
minAvgError ← AvgError

end if
end for
return exp(−minAvgError/100)

Imitation Layer: Exploratory
- Explore trained action space with robot
- Looking for most diverse set of examples
- Lloyd’s k-means clustering algorithm

arg min
C

M∑
j=1

∑
θi∈Cj

||θi − µj ||

θEpl = [θEpl1 . . . θEplM ] s.t. θEpli ∈ Ci ∈ θt

Imitation Layer: Expansion
- Expand best robot action based on θEplBest

- Run PCA on Ot to get Ôt ∈ R80×29

- Train Radial Basis Functions (RBF) on Ôt

- Generate l new actions, θEpas , using:
n = NumColumns(Ôt) // n=29
Ôt ∼ [Ôt1 Ôt2 . . . Ô

t
n]

µ = [E[Ôt1] E[Ôt2] . . . E[Ôtn]]

Σ = [Cov(Ôti , Ô
t
j)]i=1,2,...,n;j=1,2,...,n

repeat
Sample Ôs from N (µ,Σ)

until |Time(Ôs)-Time(θEplBest)| ≤ ε
θEpas =RBF(Ôs)
return θEpas

θEpa = [θEpa1 θEpa2 . . . θEpal ]
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Reinforcement Learning Layer
- θRLn is updated to produce a new action θRLn+1

θRLn+1 = θRLn +
(
θTop − θRLn

)
[R(OTop)−R(On)]

- θTop corresponds to the best rewards of:

[θEplBestθ
Epa
1 . . . θEpal θRL1 . . . θRLn−1]

Imitation Learning
- Motion capture system: Cartesian coordinates and time stamp of 28 markers recorded at 30 Hz
- Action/Observation pairs: θi ∈ R1050 and Oi ∈ R12750

- Complete training data set: θt ∈ R80×1050 and Ot ∈ R80×12750

Correcting False Positives and False Negatives
False Positives False Negatives

100% Correction Rate 88.89% Correction Rate

Results and Experiments

- Robot configurations acquired through 7-DoF IK
- Joint minimization to reduce mechanical loads

- Training Data: 80 examples
- Exploratory Layer: 10 runs
- Expansion Layer: 5 runs
- Reinforcement Learning: until convergence

- Difference in last 3 rewards ≤ 0.1%
- Converges in only 4 trials
- Good seed due to exploratory and expansion layers
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